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The phenomenon of social media has undergone a transformation, serving as a 
platform for facilitating online commerce, exchanging ideas, disseminating 
information, and unfortunately, facilitating illicit activities such as fraud, 
intimidation, defamation, hate speech, and other related behaviors. The 
anonymity provided by social media platforms renders it a potent tool for 
disseminating harmful or discriminatory material. The purpose of this research is 
to describe hate speech directed at Putri Delina (PD) in her personal Instagram 
comment column. The descriptive qualitative research methods are used in this 
study. The main theory in this study is Searle's pragmatic speech act theory, and 
the data source is a screenshot of netizen comments on PD's Instagram account 
in 2022. The results of the study show that PD received hate speech in the 
comments section of her Instagram account. First, the expressive illocutionary, 
category-criticizing, found four data. Second, assertive illocutionary type, the 
state category, found one data. Third, the type of illocutionary commissive, swear 
category, found one data. Fourth, the illocutionary type of directive, the advising 
category, found three data. Last, the illocutionary type of declarative, the 
category of prohibit, found one data. 

Keywords 
Hate Speech;  
Pragmatics;  
Instagram; 

How to cite: Mubarok, Y., Sudana, D., & Gunawan, W. (2024). Hate Speech in the Comments’ Column 

Instagram: A Discourse Analysis, JOLLT Journal of Languages and Language Teaching, 12(1), pp. 439-450. 
DOI: https://dx.doi.org/10.33394/jollt.v12i1.9050 

INTRODUCTION  
Current public usage of social media is widespread, particularly among young people. 

According to Ningrum (2018) claims the role of social media in the lives of Indonesians is 
currently astounding. One method of communication on social media is done in public. Social 
media can also readily and swiftly disseminate information to all levels of society without 
having to select who and where it is disseminated to (Yulistiyono, 2021). Indonesia has 144.2 
million internet users by 2021. 129.2 million of the above-mentioned internet users have 
active social media profiles (Mawarti, 2018). The progression of time necessitates an 
improvement in the realms of science and technology. The Internet also allows us to express 
our opinions anonymously, or at least creates the illusion of anonymity (Kocoń et al., 2021).  
The use of social media such as YouTube, Facebook, Twitter, Instagram, and WhatsApp is 
one of these advancements. Social media is used by people for a variety of purposes, like 
staying in touch with friends, making their interests known, getting useful information, asking 
for help, and relieving stress (Zhao and Rosson in Celli et al., 2021). 

Nonetheless, some users exploit the proliferation of online social networks to spread 
extremist and discriminatory ideas, resulting in the spread of hate speech and hate crimes 
(Aljarah et al., 2021). Mawarti (2018) claims that social media has evolved into a tool for 
conducting online business, sharing ideas, spreading information, and even engaging in 
various fraudulent acts, intimidation, slander, inciting hatred, and similar activities. Hinduja & 
Patchin (as cited in Plaza-del-Arco et al., 2021) states that social media users may 
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occasionally experience negative psychological effects from the messages or content shared, 
and in some cases, these effects may even cause them to commit suicide. Its anonymity 
(media social) makes it an effective medium for spreading offensive or hateful content 
(Kovács et al., 2021). Ningrum (2018). added that the nature of media openness or 
information disclosure on social media is what causes people to have a greater proclivity to 
make hate speech. In short, social media can now be used for anything and is difficult to 
control. On social media, hoaxes, slander, hate speech, and blasphemy are common (Isral & 
Heryandy, 2022; Septanto, 2018).   

Oftentimes, the misuse of information technology to disseminate hate speech is done for 
personal reasons, such as fostering enmity towards certain individuals or groups in the form 
of SARA and diminishing a person's electability for certain positions. Typically, the 
dissemination of hate speech through the use of information technology involves the 
dissemination of negative information about a person or organization (Sepima et al., 2021).  

The National Police have found a lot of hate speech, hoaxes, and ethnic, religious, 
racial, and intergroup (SARA) speech in 2018. There have been 642 pieces of provocative 
content (Brigadier General Mohammad Iqbal as cited in Widayati, 2018). The proliferation of 
hate speech has fueled a climate in which people are more likely to use profanity and openly 
express their hatred of one another. Eriyanto (in Juditha, 2017) states hate speech, in which an 
individual or an entire group of people is portrayed in a negative light, is another form of 
marginalization. Hate speech, according to Subagyo (2020), serves short-term emotional 
objectives. People who are found guilty of using hate speech frequently have to pay fines or 
even go to jail (Kocoń et al., 2021).   

Social media firms are crucial in this sense since some US companies, like Facebook, 
exacerbate both traditional and contemporary forms of harassment, abuse, and discrimination. 
Racist behaviors, both new and old, are becoming increasingly prevalent on social media as it 
has taken over the socio-political landscape in practically every country in the world 
(Matamoros-Fernández & Farkas, 2021). Fangen and Holter says in (Anni’mah Nurul et al., 

2020) the United States, disdain for other groups is expressed in the comments section of the 
official news media. Literature study shows that hate is present in Twitter (Anni’mah Nurul et 

al., 2020; Lyrawati, 2019; Mahardhika & Zuliarso, 2018), Facebook (Permatasari & 
Subyantoro, 2020), Instagram (Astuti, 2019; Himawan & Zamzani, 2022; Pertiwi, 2020; 
Salutfiyanti, 2018; Suryani et al., 2021), WhatsApp (Suryani et al., 2022), and YouTube 
(Ayudya et al., 2019; Jamilah & Wahyuni, 2020; Pangaila et al., 2021).  

Fortuna et al. (2021) claim some social media sites, like Facebook and Instagram, 
automatically delete messages that look too much like messages in their database of hate 
speech. This is done to stop hate speech. But removing hate speech isn't always enough from 
a legal standpoint. For example, law enforcement agencies can go after people who say things 
like are aggressive, make threats, are racist, etc. So far, only human moderation has made it 
possible to spot this kind of hate speech. Besides that, only 3% of people who send harmful 
messages are charged, owing to the pervasiveness of online communications (Vashistha & 
Zubiaga, 2020).  

Hate speech is rude to the person who hears or recipient it, and the person who says it 
has certain goals in mind when they say it (Suryani et al., 2022). Hate speech is also defined 
as communication that is "hateful," contentious, fosters intolerance, and/or is in some other 
way polarizing and demeaning (Vashistha & Zubiaga, 2020). Nockleby (as cited in Rangel et 
al., 2021) claims hate speech is generally understood as language that disparages an 
individual or group because of one or more of their racial, ethnic, gender, sexual orientation, 
nationality, religious, or other characteristics. Hate speech's targets range from kids to the 
general public, public figures, and government authorities (Permatasari & Subyantoro, 2020). 
Hate speech also is speech that contains hatred, attacks, and outbursts that is intended to have 
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a certain effect, either directly (actually) or indirectly (stopping on the intention), which is to 
incite others to commit acts of violence or harm other individuals or groups (Widayati, 2018). 

The newly created datasets on offensive content, hate speech, and cyberbullying cover a 
wide range of non-English languages such as Arabic (Aldjanabi et al., 2021; Aljarah et al., 
2021; Alshalan et al., 2020; Awane et al., 2021), Polish (Adamczak-Krysztofowicz & 
Szczepaniak-Kozak, 2017; Habrat, 2021), Spanish (Arango et al., 2020; García-Díaz et al., 
2022; Uzan & HaCohen-Kerner, 2021), Italian (Caiani et al., 2021; Celli et al., 2021; Florio et 
al., 2021), and Chinese (Chen, 2022; Uyheng et al., 2022; Wang et al., 2022). Therefore, it 
would be fruitful to examine social media as a forum for the propagation of hate speech. In 
addition, it is imperative to accurately assess hate speech and other types of online harassment 
in order to ensure, among other things, non-discriminatory access on digital forums.  

In addition, online hate speech presents unprecedented challenges to the protection of 
equality rights when compared to traditional legal approaches that have been taken in the past 
to address discriminatory practices. First, pertinent legislation may lag behind technological 
advancement. Second, the characteristics of digital media containing hate speech pose 
substantial obstacles to direct government oversight (Chen, 2022). 

In previous linguistic forensic research, data on hate speech and defamation originated 
from social media platforms such as Facebook, Instagram, and Twitter. In this study, hate 
speech is a topic of interest for researchers and the data focused on the comments section of 
PD's Instagram media and used Searle's theory. Speech acts are classified into five types by 
Searle. The five types are assertive, directive, expressive, commissive, and declaration speech 
acts. This study was designed to identify the hate speech in the comments’ column Instagram: 

a discourse analysis. 
 
RESEARCH METHOD 
Research Design   

This study adopted a qualitative descriptive research design, with a theoretical 
framework grounded in forensic linguistics. The research focused on the analysis of 
illocutionary utterances suspected of harboring hate speech within the Instagram comments 
section of PD's account. The primary data source was derived from speech instances in the 
comments column of the Instagram account @PD during the year 2022. The application of 
purposive sampling in this investigation involved the intentional selection of data that 
specifically pertained to the manifestation of hate speech phenomena. To ensure a nuanced 
exploration of the subject matter, a sequential exploratory technique was employed, which 
encompasses the systematic collection and analysis of qualitative data. This methodological 
approach allowed for a detailed examination of the identified illocutionary utterances within 
the context of hate speech, contributing to a nuanced understanding of linguistic patterns and 
communicative strategies associated with such expressions in the digital realm.   
 
Instruments 

The primary instrument utilized in this study is the researchers themselves, who actively 
engaged in the data collection process through a combination of observation, note-taking, and 
substitution approaches. In employing the observation technique, particular attention was 
directed towards scrutinizing various types of postings on social media platforms. 
Subsequently, instances of hate speech were meticulously documented through the systematic 
method of note-taking. To comprehensively analyze and identify hate speech expressions 
within individual posts, a detailed examination was conducted. Additionally, the researcher 
applied the substitution strategy, strategically replacing informal language with formal terms, 
thereby facilitating the categorization of words or phrases into their respective types. The 
examination of hate speech within PD's Instagram comments column unfolded in three 
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distinct phases. Firstly, the study sought to determine the quantity of hate speech present in 
the comments column. Following this, the analysis extended to categorizing the identified 
hate speech into different types. Finally, conclusions were drawn based on the outcomes of 
the categorization process. This structured approach not only elucidates the multifaceted 
nature of the study's methodology but also underscores the meticulousness involved in the 
researchers' efforts to comprehensively understand and interpret hate speech within the 
specified social media context. 
 
Data Analysis  

To facilitate a thorough and systematic data analysis, the initial phase of this study 
involved the meticulous organization of the collected data. All posts gathered during the 
research were methodically arranged, and the information within them was transcribed 
through a process of transforming note-taking into textual data. This transcription process 
enhanced the manageability of the data, allowing for more convenient classification based on 
distinct categories of hate speech. The analytical framework employed in this study utilized 
Microsoft Office 2019 software to quantify the prevalence of various forms of hate speech. 
The outcomes of this quantitative analysis were then visually represented through graphics, 
providing clear depictions of the proportional or percentage distribution of the identified hate 
speech categories. This research adopted a mixed-method approach, incorporating both 
qualitative and quantitative methodologies. Consequently, the study's findings will be 
presented through a descriptive qualitative analysis, offering nuanced insights into the nature 
of hate speech. The graphical data visualization will play a pivotal role in illustrating the 
observed rise in hate speech percentages, enhancing the accessibility and interpretability of 
the study's outcomes. 

 

RESEARCH FINDINGS AND DISCUSSION  
Research Findings  

Based on the aforementioned research, the form of hate speech in the PD comment 
column can be determined as follows:  

 
According to the data in the table above, 40% of hate speech takes the form of insults, 

followed by 30% in the form of defamation, 20% in the form of mockery, and 10% in the 
form of provocation. The analysis is presented in the form of social media utterances that are 

40%

20%

10%

30%

HATE SPEECH

Insulting Mocking Provoking Defaming
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thought to contain hate speech and is based on the data gathered. The following is a 
presentation of the results and analysis of the speech data. 

 
Data 1 

 

“Berhijab tp kok pacaran sm yg beda keyakinan ya (emotikon tangan di dagu, 
bingung)” 
 

The speech above is a form of hate speech spoken by the account @s***. The statement 
has the expressive illocutionary, and category-criticizing. This speech serves as an expression 
of outrage at PD's actions. Furthermore, PD was shown the statement as a Muslim woman 
wearing a hijab because she does not reflect a pious woman who deviates from religious 
teachings. The utterance has legal implications because it is defamatory and is posted in 
public or on social media. 

Furthermore, the S*** statement in the preceding speech is a performative speech. The 
speech arose as a result of feeling unhappy to PD. S*** utterance's (locutionary) has the 
intention (illocutionary) of being an insult to the PD personally. 

 
Data 2 

 
“Reseh lu muka lu 2 wajah lu sok lembut tpi ternyata kya serigala” 

The speech in data 2 is a form of hate speech spoken by @m*** because it contains 
insults. The utterance is also included in the illocutionary form of expressive type, an 
insulting form. By using words or expressions like "mukanya dua [two-faced], "sok lembut," 
[like gentle] and "seperti serigala," [like a wolf] this speech act expresses rage toward PD. 
The utterance "M***" are intentionally used in a way that can be interpreted as an insult to 
the PD personally.  

In the preceding context, the term "wolf" refers to a person who appears decent and 
obedient but is truly malevolent. The remarks propagated in the comments column were 
merely intended to demonstrate to the public that PD was not a good person who was 
associated with a wolf (a wicked character). 

 
Data 3 
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“Kalo gak cantik minimal tau diri dan bersyukur (emotikon tertawa menangis, 

mengejek)” 
 

This statement by @L*** constitutes hate speech because it contains an insult to PD. 
The utterance is also included in the illocutionary of expressive type, insulting form. The 
humiliation was shown to PD's physical ‘tidak cantik’ [not beautiful], and non-physical ‘tau 
diri & bersyukur’ [self-aware & grateful].  

The above comment also includes an unpleasant act that is both insulting in public and 
has a legal dimension. The use of a laugh emoticon, which has the meaning of mocking, 
clarified the insult. 

 
Data 4 

  
“Sangat luar biasa orangtua terutama emakmu mendidikmu seperti ini harus disebar 

grup wa keluarga mu nih (emotikon tertawa lebar)” 
 

The utterance by @R*** constitutes hate speech because it contains provocative 
actions. The expression belongs to the expressive illocutionary category of blame. Through 
her speech on Instagram, the @R*** account placed the blame on PD's parents, specifically 
her mother, for failing to educate her so that she behaved in such a manner. The phrase 
'sangat luar biasa’ [extremely extraordinary] in the preceding sentence has a negative 
connotation or vice versa.  

In addition, @R*** mentions in the statement “seperti ini harus disebar grup wa 
keluarga mu nih”, implying that PD's extended family must know of PD's embarrassing 
behavior. This is also confirmed by the use of a big laugh emoticon which means mocking 
and laughing at PD's actions. 

 
Data 5 

 
“HUUHH….SI PALING INGIN DIMENGERTI” 

The above statement by @I*** is a form of hate speech. The utterance expresses anger 
and irritation at PD's behavior. The utterance is also included in the assertive illocutionary 
type, the state category. The statement claims that PD desires to be understood by her family, 
particularly her stepmother. 

Furthermore, the utterance ‘SI PALING INGIN DIMENGERTI’ implies selfishness and 
seeking attention through viral problems between herself and her stepmother. The @I*** 
account spread hate speech (mocking) in response to PD's actions, which were marked in the 
comments with 'HUUHH' and capital letters or Caps Lok. 
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Data 6 

  
 

“Tak doain putri dapet duda anak 7 biar tau rasanya jadi ibu sambung yang susah 

banget ngatur anak!” 
 

The above speech by @T*** is a form of hate speech (provoking). The utterance is a 
type of illocutionary commissive, swear category. @T*** swore that PD would marry a 
widower with seven children in response to PD's statement. The utterance contained an act of 
anger and irritation towards PD.   

In addition, the speech was intended to make PD know how it feels to be a stepmother 
who has to live in a foreign place by taking care of children who are not her biological 
children. The utterance was motivated by intense hatred and outbreaks of rage due to irritation 
with PD. This is indicated by the presence of an exclamation mark, which signifies a strong 
emotional response. 

 
Data 7 

  
“Kalo punya sifat gituh jangan coba” untuk menikah put intropeksi dulu yah 

(emotikon tersenyum)” 
 

The preceding statement by @I*** is an example of hate speech because it involves a 
warn to PD. The utterance is also classified as the illocutionary type of directive, the advising 
category. The utterance ‘intropeksi dulu’ & ‘kalo punya sifat gituh’ implies that no one would 
want to marry a woman with negative characteristics such as PD, and it is then further 
reinforced using emoticons. The humiliation was shown to PD's non-physical attribute ‘sifat 

gituh’ that means she has a bad character. 
 

Data 8 

  
“Banyak”in bersyukur punya ibu sambung yg baik ke kamu, kamu itu udah dewasa, 

harusnya kamu bisa kasih contoh baik buat adik”mu, bukan malah memusuhi ibu 

sambungmu” 
 

The utterance above is a form of hate speech by @C***. This utterance is included in 
the illocutionary type of directive, the category of advising. The utterance was suspected of 
being hate speech because it contained the act of giving a warning to PD. In addition, @C*** 
utterance's (locutionary) has the intention (illocutionary) of being a mocking to the PD 
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personally by mentioning ‘kamu itu udah dewasa, harusnya kamu bisa kasih contoh baik buat 
adik”mu, bukan malah memusuhi ibu sambungmu’ [you're an adult, you should be able to set 
a good example for your younger siblings]. It implies that PD is immature and instead 
allegedly incited her younger siblings to hate her stepmother. The statement was thought to be 
hate speech because it was posted on the Internet and hurt PD in both a material and an 
emotional way. Also, it can make people think bad things about her. This utterance can be 
interpreted to defame in public. 

 
Data 9 

 
“Aneh orang tua suruh minta maaf, pikirin tu bpkmu sm adek2mu kshan suruh 

ngikutin kemauanmu yg gak jls itu” 
 

The utterance above is a form of speech spoken by @R***. The utterance is included in 
the illocutionary type of directive, the category of advising. Furthermore, @R*** utterance's 
(locutionary) has the intention (illocutionary) of being a mocking to the PD personally by 
mentioning ‘Aneh’ & ‘kemauanmu yg gak jls itu’. The utterance was suspected of constituting 
hate speech. It damages PD both materially and immaterially because it uploaded to the 
Internet. Besides, it can incite others to think negatively about her. This utterance can be 
interpreted to defame in public. 

 
Data 10 

 
“Mba tolong ya next day kalo ada konten gausah merasa paling tersakiti, yang punya 

masalah bukan Cuma mba doang, masih banyak loh orang diluar sana yang berjuang 
lebih dr km, jangan caper plis” 
 

The preceding statement by @N*** is an example of hate speech.  This utterance is 
included in the illocutionary type of declarative, the category of prohibit. Furthermore, 
@N**(locutionary) *'s statement bears the goal (illocutionary) of mocking the PD personally 
by referencing utterances 'gausah merasa paling tersakiti', 'jangan caper plis'. The remark 
was suspected of being hate speech. It causes material and immaterial harm to PD because it 
was uploaded to the Internet. Furthermore, it may incite others to have bad opinions about her 
and will eventually attack PD on her Instagram. This utterance can be interpreted to defame in 
public. 

 
Discussion  

The findings are dominated by hate speech in the form of insults. This indicates that 
hate speech is caused by disharmony from the interlocutor's (netizens') point of view due to 
dislike for the speaker's (PD) behavior, and the utterance tends to be open or expressive. 
According to the findings of Paz et al. (2020), they claim that in the case of hate speech, some 
people seek to discredit those they consider to be enemies. 
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Furthermore, Soesilo (as cited in Permatasari & Subyantoro, 2020) says that to insult 
someone is to attack their honor and reputation. Most people who are attacked feel ashamed. 
Insults, such as physical and non-physical attacks, are meant to hurt someone's reputation and 
honor such as in data 1, 2, 3, and 7. 

Defamation is the second most common type of hate speech. This type of hate speech 
has indirect or indirect characteristics. The results show that the utterance hurts PD in both a 
material and an immaterial way. Also, the utterance is posted online, so it can harm PD's 
reputation as an artist and may also have a negative impact on the public's perception of her. 
In line with Smola (Widayati, 2018), the damage to a person's reputation comes from what 
people think when they hear or read a statement of contempt. According to the definition of 
defamation in the Criminal Code (KUHP) (in Permatasari & Subyantoro, 2020), it is the act 
of defaming someone's name or honor through oral or written statements and it is reflected in 
data 9, 8, and 10. 

The third finding is mockery-type hate speech. The characteristics of this hate speech 
are usually deliberate and have implicit meanings, such as the phrase 'sangat luar biasa’ 
[extremely extraordinary] having a negative connotation or vice versa. Another example, the 
utterance “seperti ini harus disebar grup wa keluarga mu nih”, implies that PD's extended 

family must know of PD's embarrassing behavior. In line with Ningrum, et. al. (2018), this 
hate speech is to mock the interlocutor indirectly. Therefore, this speech is an implied 
reprimand or a compliment with a negative connotation or the opposite of what is expressed. 
It is reflected in data 4, and 5. 

Finally, hate speech is a form of provocation. This utterance aims to enrage the 
interlocutor (PD), diminish PD's image, and increase support from other netizens, as shown in 
data 6. The speaker prays for PD to marry a widower with seven children. That has the 
potential to not only bring down PD's image, but also indirectly for other people to join and 
support her statement. In line with Suryani's (2022) findings that the person who says it has 
certain goals in mind when she or he says it. According to Bachari (2010), statements like this 
are very likely to result in legal repercussions if the speaker perceives the speech as an act that 
hurts the other person's feelings, especially PD who became the target. Criminal threats are 
also aimed at anyone who intentionally and without rights disseminates information aimed at 
instilling hatred or hostility toward specific individuals and/or community groups in violation 
of SARA (Article 28 paragraph (1) in conjunction with Article 45 of the ITE Law). According 
to Hinduja & Patchin (as cited in Plaza-del-Arco et al., 2021), users of social media may 
occasionally suffer adverse psychological effects due to the messages or content shared, and 
in extreme cases, this may lead to suicide. This ability, along with the fact that people can 
remain anonymous, makes it a good way to spread hateful or offensive content (Kovács et al., 
2021). It has been shown that the presence of hate speech on social media platforms correlates 
with actual hate crimes (García-Díaz et al., 2022). Wang et al. (2022) claim, some social 
media users tend to say mean things about people who don't agree with them and use hate 
speech when they don't like something. They also claim that users may issue hate speech 
based on personal characteristics as well as characteristics of an ethnic group or country, in 
addition to using rude language. Because of anonymity, people are more likely to speak freely 
on an online platform, which is reflected in the data. 

The findings of this study may have ramifications for the Indonesian government in 
terms of developing legislation or rules to detect and prevent the spread of hate speech on 
social media. Furthermore, it is imperative for the government to expeditiously develop an 
educational program aimed at mitigating the proliferation of hate speech in subsequent 
generations. Indonesian individuals ought to exhibit heightened awareness regarding the 
prospective perils associated with disseminating hate speech on various social media 
platforms (Elfrida & Pasaribu, 2023).  
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In accordance with the present results, previous studies (Af’al, 2022; Halid, 2022; 

Oktiawan, 2021; Ramadani, 2021; Suryani et al., 2021) have demonstrated that the 
phenomenon of hate speech directed towards artists or public figures in the column comments 
that is disseminated through social media platforms possesses the capacity to contravene the 
ITE Law and the Criminal Code, thereby potentially incurring legal consequences. 

 
CONCLUSION  

Based on research data, the characteristics of hate speech on social media are labeled 
with the use of insults, defamation, mockery, and provocation. According to the data in the 
table above, 40% of hate speech takes the form of insults, followed by 30% in the form of 
defamation, 20% in the form of mockery, and 10% in the form of provocation. The findings 
are dominated by hate speech in the form of insults. The most common form of the hate 
speech is explicit. One of the triggering factors for hate speech, such as ignoring ethical or 
legal social norms in society. Another factor is the dislike for someone, particularly PD. There 
are various limitations inherent in this study. In order to get accurate and valid findings, it is 
imperative to augment the corpus data in this study. Furthermore, this study utilizes manual 
techniques for both data collection and processing. To enhance the efficiency of data analysis 
and improve the accuracy and comprehensiveness of data interpretation, it is advisable to 
utilize software tools like AntCont for future research purposes.  
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